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1. Introduction
Text mining is a data mining method that can uncover buried pertinent information in text data

sets. Text mining methods, such as mood analysis on Twitter data, can be applied to social media. 
Text mining methods are classified as information extraction, retrieval, document categorization, and 
clustering [1], [2]. Sentiment analysis is a form of text categorization that uses guided learning. There 
are three categories that can be applied to studies of emotion: positive, negative, and neutral. 
Technically, determining the mood class by determining the orientation value. A positive polarity 
value indicates positive emotion, whereas a negative polarity value indicates negative opinion. A 
polarity number of zero will indicate neutral feeling [3]. TextBlob is one of the tools that is commonly 
used in sentiment analysis. The TextBlob tool excels at mood analysis data processing in English [4]–
[6]. However, text mining with Indonesian data sources still needs to improve due to the complexity 
of the structure in the Indonesian language. The Nazief and Adriani Algorithm is one of the text mining 
techniques used for Indonesian data analysis [7]. The modern era has seen a continuous development 
of text mining (TM) software. Artificial intelligence (AI) techniques have been the subject of 
numerous research articles in the medical field [8], [9], social survey [10], agriculture [11], including 
machine learning (ML) [12], online education [13], and predictive analytics [14]. 
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Twitter, as one of the most famous social media platforms, allows people to voice 
their views on various ideas, goods, and services. Large amounts of data shared 
as tweets can be used to extract user opinion and provide useful input to better 
the standard of products and services. People’s views of the recession can be 
tracked in real time using social media mood analysis based on Twitter data. As 
a result, pertinent organizations or governments can take preemptive measures 
to address disinformation and improper behavior associated with the impacts of 
the Recession. The goal of this study is to see if there is a link between how 
people feel about the recession on Twitter. Twitter posts tagged with 
“Recession” in 2023 were mined for this study’s data collection. This study 
examines filtered tweets for general sentiment, feelings, word usage, and trends. 
According to the findings, , there were 94% sentiments neutral tweets, 4% 
sentiments positive tweets, and 2% is sentiments negative tweets. Tweets with 
moderate subjective valence gather in the center of the polarity scale (between -
1 and +1), whereas tweets with strong subjective valence are distributed across 
the scale. 
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Most existing studies use a method called machine learning, in which annotated data is used to 
analyze sentiment and the focus is on making models work better [13], [15]. This study, on the other 
hand, comes up with a new way to analyze sentiment by combining ML (machine learning) techniques 
with a model called TextBlob [2], [4], [5] that is based on a dictionary. Before, only a few methods, 
mostly machine learning models, were used to improve accuracy, and the characteristics of datasets 
were not taken into account. There is a chance that the annotations are wrong, because tweets that are 
marked as positive could actually be neutral or positive. Because of this, using these kinds of data 
with machine learning models can hurt how well the models work. With this assumption in mind, this 
study looks at how well TextBlob works for sentiment analysis compared to the original dataset. 
Despite previous attempts to improve model performance through hyperparameter settings, model 
design optimization, preprocessing pipelines, and feature extraction and selection techniques, the 
models did not improve significantly or at all. 
 The economic recession triggered by COVID-19 has piqued the interest of academics who want 
to learn more about its effect on various socioeconomic phenomena in people’s lives. For example, 
examining the effect of the COVID-19 economic recession on elements of mental health, chronic 
illnesses, life span, and natural mortality [16] or how the recession affected the type of macroeconomic 
policy that should be implemented to lessen the effects of the recession [17]. Other studies that should 
be investigated of COVID-19 prediction that the pandemic could cause a worldwide food Recession 
[18]. Most of the research in this study focused on comprehensive Twitter sentiment analysis, focusing 
their research on the discussion regarding the Recession. Different topics are associated with various 
sentiment polarities, implying that sentiment analysis alone cannot disclose much without topic 
modeling. As a result, the researcher incorporates subject modeling into our study. 

2. Method and Materials 
 Researchers obtained Tweet data from Twitter for this study by crawling on social media Twitter. 
The keywords for crawling used Indonesian input, namely “recession”, and were taken on February 
28, 2023. Aspects of topic modelling and sentiment analysis will be investigated at various points 
related to the Recession in this study. Figure 1 illustrates the method researchers have developed to 
analyze tweet data and find out the emotions of Twitter users. Researchers use Google Colab with the 
Python programming language to process the data. The first step is to collect data from Twitter by 
scrapping, then exporting it to a CSV format file; the next step, such as making the data in the file 
machine-readable through programming that has been made.  
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Fig. 1.  Workflow of twitter opinion with Sentiment Analysis 

 The data in the CSV format file will go through a cleaning process, such as removing “RT, #, 
\, @, hyperlinks, and emoji, to leading and trailing whitespaces”. After that, researchers will 
determine how users feel and label these opinions. Next, visualizations can be used to check 
sentiment on various elements. 

3.1. Dataset 
The information was acquired by scraping Tweets on Twitter social media using Python 

programming on Google Colab on February 28, 2023, and exporting as a CSV file. This file contains 
1808 tweets from the last few weeks. Table 1 displays a subset of the CSV file data. 

Table.1 Sample tweets 

Datetime Tweet ID Tweet Username 

2023-02-27 
22:22:30  1630332575637200896 

Jujur ga punya kenangan interaksi 
secara langsung dengan event Beyond 
The Summit.  Tapi, merasa sangat 
beruntung bisa interview GodZ di Maret 
2021.   Masih ga percaya Beyond The 
Summit kena efek resesi sehebat ini "#$ 

rosesagaming 

2023-02-23 
23:15:13 1628896290338914304 indonesia konsumtif tp bagus biar g 

resesi 
adekhoky 

2023-02-23 
19:15:56 1628836072842199040 

ujan ujan rebahan nonton drama uwu%&' 
ujan ujan mikirin resesi global()*  
https://t.co/dZJ87kmUS6 

iamlilboo 

 

3.2. Data Preprocessing 
Making sure our data is machine-readable is an essential component of data analysis. Machines, 

unlike people, can only handle binary data, making it challenging to comprehend human language, let 
alone images and films and analyzing 1 and 0 as data requires many stages. To be used, the data must 
first go through a data cleansing procedure, which includes turning the raw data into a computer-
readable file. We must delete our extensive textual data collection, which comprises tweets, to remove 
any potential discrepancies. Unwanted information, such as URL connections, user comments, and 
unescaped HTML characters, is contained in the raw textual data and is not required for mood analysis. 
We straightforwardly sanitize data. We screen out irrelevant Twitter data during the pre-processing 
step. We deleted “RT, #, @, hyperlinks, and emoji, to preceding and following whitespaces” because 
our method of mood analysis does not require verifying extra information. 

3.3. Sentiment Analysis 
Semantic orientation evaluates texts’ polarity and partiality, while sentiment analysis determines their 
affective tone. In this tweet, directional nouns and adverbs show logical flow. Adverbs divided by 
words determine emotional direction. Developers use TextBlob to analyze Twitter data and opinion. 
TextBlob ranks tweets numerically. TextBlob offers text hash tags, polarity, and opinion. Polarity is 
[-1.1], where -1 indicates negative emotion and 1 signifies optimism. Negative words become negative 
figures. Human experience is 0–1. A tweet’s biased grade shows how much is opinion and how much 
is fact. “Polarity” describes how deeply people feel about views. Results may be good or bad. A person 
or entity deeply moved by good feelings like admiration, faith, or love will naturally adopt a certain 
worldview. Subjectivity is a person’s connection to something. Regardless of others’ opinions, 
emotional commitment and unique contact with the item are key. 

Table.2 Sample sentiment analysis based on polarity and subjectivity score 

Tweet Polarity Score Subjectivity Score Sentiment 
“Jujur ga punya kenangan interaksi secara 
langsung dengan event Beyond The Summit.  
Tapi, merasa sangat beruntung bisa interview 
GodZ di Maret 2021.   Masih ga percaya 
Beyond The Summit kena efek resesi sehebat 
ini” 

0.00 0.00 Neutral 
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Tweet Polarity Score Subjectivity Score Sentiment 
“Terindikasi &amp; disinyalir bahkan banyak 
yg terpaksa menjual aset2nya (tansh, ruko, 
toko, kendaraan, ternak, kayu, dll) untuk 
mendapatkan dana segar. Banyak kredit bank 
yg macet dibekukan krn Kondisi yg memaksa. 
Sisi lain sibuk poksan-paksin &amp; 
propaganda idu resesi ekonomi global” 

-0.05 0.05 Negative 

“G i truly did the best i could.” 1.00 0.03 Positive 

3. Result and Discussion 
The results show that from the data file used, an average of more than 1699 tweets shows a neutral 

sentiment. Whereas for positive results, around 72 tweets were obtained, and the rest were negative 
sentiments, as shown in figure 2. Of the thousand tweets taken, there were 94% sentiments neutral 
tweets, 4% sentiments positive tweets, and 2% is sentiments negative tweets. 

  
Fig. 2.  Bar plot and pie plot of Sentiment Analysis 

 Then, the researcher wants to know the visualization of the word cloud based on the keyword 
recession and the data files obtained. Figure 3 depicts a word cloud made up of filtered tweets about 
the term recession. A word cloud is a graphical depiction of a data collection that emphasizes the 
regularity with which a specific term or sentence is used. 

 
Fig. 3.  Word cloud of tweet posts related to Recession 

 As shown in figures 4 and 5, the terms in the cloud collectively reflect the most frequently used 
words. A bigger font size indicates that the term is stated more frequently than a smaller font size. In 
summary, the word cloud can wrap up Twitter discussions about the keyword Recession. It can also 
help us comprehend what a recession is. Our filtered tweet word cloud frequently discovers instances 
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of Indonesian and Turkish that occurred just before this tweet was crawled, as well as many other 
terms. 

 
Fig. 4.  Word cloud of tweet posts with top 10 Words in the most positif and negatif tweets 

 

 
Fig. 5.  Word cloud of tweet posts with common Words among most positif and negatif tweets 

 Next, the researcher wants to measure polarity and subjectivity, as in formula 1. The polarity of a 
tweet is determined by adding the numbers of the chosen characteristics to the message. Each tweet 
is given a rating based on the following criteria: 

𝑃𝑜𝑙𝑎𝑟𝑖𝑡𝑦𝑆𝑐𝑜𝑟𝑒(𝑡𝑤𝑒𝑒𝑡) = 0 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑣𝑎𝑙𝑢𝑒(𝑡𝑤𝑒𝑒𝑡!)    (1) 

 Figure 6 is based on the subjectivity and polarity values from the data file, which are displayed as 
polarity and subjectivity plots for every tweet ever sent. The blue color represents neutral sentiment, 
while the green color represents negative sentiment, and the yellow color represents positive 
sentiment. Positive sentiment is more prevalent than unfavorable sentiment across the globe. This 
indicates that our tweet collection has a wide subjective range, with the bulk of tweets lying on the [-
1.00, 1.00] polarity scale (negative or positive). 

 
Fig. 6.  Plotting Scatter Graph between Polarity and Subjectivity 
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A correlation heatmap is a graphical depiction of a data set’s correlation matrix between sets of 
factors. The association value is represented as a hue in the heat map, with each cell representing a set 
of factors. The heatmap in the Figure 7 represents a symmetric grid with correlation values ranging 
from -1 to 1, where -1 represents a perfect negative correlation, 0 represents no correlation, and 1 
represents a perfect positive correlation. The strength and orientation of the correlation value are 
reflected in the cell colors, with warmer colors showing positive correlations and colder colors 
signaling negative correlations (such as blue and green). The darker the color, the stronger the link. 

 
Fig. 7.  Heatmap of correlations based on tweets mentioning the recession 

 Furthermore, the scholar notices that some variables have a strong positive connection, whereas 
others have a strong negative correlation. Heat maps can help you find patterns and connections in 
data sets, which can help you make data-driven choices or create predictive models. 
 Researchers gathered and examined tweets about the keyword Recession Tweets in Indonesian for 
this study to assess its prevalence and effect. According to the findings, different people have 
expressed an interest in Recession Tweets, both directly and through the media. Different social media 
sites continue to make it easier to spread Recession Tweet statistics. As a result, we require cutting-
edge computational tools and methods to rapidly evaluate massive amounts of data. Sentiment 
analysis was created to combat the spread of misleading information on social media. Consumer 
insights will be helpful for several sectors to consider when developing new policies. Because of the 
large quantity of data accessible on social media sites such as Twitter, there is an increasing need for 
a systematic and effective strategy for analyzing tweets. This study will help a wide range of industries 
because it provides a snapshot of the facts on the ground, which is essential when pushing for 
legislative or regulatory changes. 

4. Conclusion 
Based on Twitter statistics in Indonesian, this research examines social media sentiment with the 

keyword Recession. According to this study, popular opinion on Twitter about the recession is 
overwhelmingly neutral. This study classified Twitter using text blobs, and the researchers 
successfully displayed data using a word cloud. With 1808 tweets collected, the sentiment study 
yielded 94% indifferent sentiment, 4% positive sentiment, and 2% negative sentiment. This study 
shows that opinion analysis on social media can be used to track recession trends in real-time. This 
finding, hopefully, will aid future mathematical modeling and data analysis research, particularly 
large-scale data processing by tracking responses and public statements via social media, particularly 
Twitter, using sentiment analysis. 
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